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Introduccion

El Informe BRIDGE Watch: “La Transicion Digital en América Latina” constituye uno de los
resultados principales del proyecto Jean Monnet Network Policy Debate — BRIDGE Watch -
Values and Democracy in the EU and Latin America (101126807), cofinanciado por el Programa
Erasmus+ de la Comisién Europea y con el apoyo del Latin American Center of European
Studies (LACES). Este proyecto redne una red de 14 universidades de Europay América Latina:
Universidade de Lisboa (Portugal), Universidade Federal de Santa Catarina (Brasil), Universidad
del Salvador (Argentina), Universidad Nacional Auténoma de México, Universidad del Rosario
(Colombia), Universidad de Sevilla (Espafa), Universita degli Studi di Milano (Italia), Universidad
Mayor de San Andrés (Bolivia), Universidad Central del Ecuador, Universidad Nacional de Trujillo
(Peru), Universidad de Chile, Universidad Nacional de Asuncion (Paraguay), Universidad de
la Republica (Uruguay) y Universidad Pontificia de Salamanca (Espana).

El proyecto BRIDGE Watch tiene como propdsito fortalecer la comprensidn reciproca entre
la Union Europea y América Latina, promoviendo el estudio comparado de sus valores,
instituciones y politicas publicas en ambitos estratégicos para el desarrollo sostenible y la
gobernanza democratica. En este marco, el presente informe analiza el estado y los desafios
de la transformacion digital en diez paises de la regidn latinoamericana: Argentina, Bolivia,
Brasil, Chile, Colombia, Ecuador, México, Paraguay, Peruy Uruguay, identificando tendencias
comunes, brechas estructurales y oportunidades de cooperacion birregional.

El estudio se estructura en seis secciones tematicas:

I. Transformacion Digital y Acceso Equitativo a la Tecnologia
1. Politicas nacionales para la transicion digital;
. Acceso y conectividad digital de la poblacion;
Medidas para la soberania digital;

2
3
4. Desigualdades en el acceso a las tecnologias entre zonas urbanas y rurales;
5. Politicas publicas para reducir la brecha digital;

6

. Reconocimiento del derecho de acceso a internet como derecho fundamental

Il. Tecnologia Verde y Transicion Climatica Digital
7. Normativas sobre sostenibilidad tecnoldgica
8. Adopcion de practicas de Green Tech

9. Cumplimiento de estandares ambientales europeos



Ill. Etica, Transparencia y Justicia Algoritmica
10. Computer ethics en el ambito tecnoldgico y de la inteligencia artificial
1. Inteligencia artificial en el sistema judicial y de control
12. Cooperacion internacional
13. Adaptacion de las empresas al EU Al Act
14. Cdédigos de conducta ética para empresas desarrolladoras de |A
15. Integracion de la ética en la ensefanza y la investigacion sobre |IA
16. Normativas sobre transparencia algoritmica
17. Prevencion de la discriminacion algoritmica y supervision independiente

18. Proteccion de la vida privada y de la privacidad en el entorno digital

IV. Ciberseguridad, Confianza Digital Global y Cooperacion Internacional
19. Uso de la IA en la lucha contra el terrorismo y la criminalidad

20.Vigilancia digital y estandares internacionales de derechos humanos

La metodologia empleada se inspira en el enfoque de evaluacidn comparativa desarrollado
por la Comision Europea en su Mecanismo sobre el Estado de Derecho, adaptandolo a las
particularidades del contexto latinoamericano. El estudio se elaboré a partir de cuestionarios
nacionales completados por los socios locales del proyecto y verificados mediante un sistema
de doble revisidn (double check) que incorpord los aportes de expertos regionales y consul-
tores especializados. La informacién obtenida recoge la evolucidon normativa, institucional y
jurisprudencial de los paises analizados hasta julio de 2025.

Las respuestas a los cuestionarios se basaron en datos oficiales proporcionados por las
autoridades nacionales, complementados con contribuciones de organizaciones no guber-
namentales, grupos de investigacion y think tanks especializados, tanto nacionales como
internacionales. Para garantizar la solidez del anélisis, se aplicaron criterios estrictos de calidad,
tales como la precision factica, la exhaustividad, la fiabilidad, la pertinencia y la coherencia
interna de la informacidn recopilada.

Latransicion digital en América Latinay el Caribe (LAC) avanza de manera sostenida, impulsada
por el auge de tecnologias emergentesy disruptivas que estan transformando la economia, la
sociedadyla gobernanza. Este proceso ha propiciado la creacion de ecosistemas de innovacion
y el fortalecimiento de infraestructuras digitales, pero también ha evidenciado profundas
desigualdades en acceso, conectividad y capacidades tecnoldgicas. En este contexto, la
Unién Europea (UE) y los paises de LAC reconocen la urgencia de establecer una cooperacion
birregional mas sdlida, orientada a promover una digitalizacidn inclusiva, sostenible y centrada
en las personas. La Alianza Digital UE-LAC, lanzada en 2023 bajo |la estrategia Global Gateway,
constituye una herramienta clave para articular esfuerzos conjuntos en areas como la conec-
tividad, la gobernanza de datos, la ciberseguridad y la innovacion. Asi, la transicion digital se



configura como un eje estratégico para impulsar el desarrollo sostenible y la cohesion social
en ambas regiones. En un escenario global marcado por el creciente poder de las Big Tech
Companies y los desafios para la soberania digital, esta alianza representa una oportunidad
estratégica para construir una gobernanza global tecnoldgica ética, basada en los derechos
humanos, la transparencia y la sostenibilidad, consolidando asi un modelo digital mas justo
e inclusivo.

En conjunto, el Informe BRIDGE Watch: “La Transicion Digital en América Latina” constituye
una herramienta metodoldgicamente sdlida y comparativamente coherente, que ofrece una
vision integral del estado actual, los avances y los desafios de la transformacion digital en la
region. Elinforme analiza su interaccion con los procesos de integracion birregional, las politicas
publicas nacionales y las dinamicas globales de gobernanza tecnoldgica, con el objetivo de
identificar buenas practicas, promover el dialogo entre la Union Europeayy los paises de Ameérica
Latina, y formular recomendaciones estratégicas para consolidar un modelo de cooperacion
digital inclusivo, sostenible y centrado en las personas.

Al mismo tiempo, sus resultados proporcionan un marco de analisis que permitira a la Comision
Europea evaluar la promocion y proteccion de los derechos humanos en los paises clave de
la regidn, orientando las relaciones politicas, comerciales y diplomaticas con América Latina
y fomentando la difusion de los valores fundamentales de la Union Europea. Este proceso de
colaboraciony aprendizaje mutuo busca fortalecer la gobernanza democratica, la proteccion
de los derechos humanos y la consolidacion de marcos legales e institucionales mas trans-
parentes, eficaces y coherentes con una gobernanza tecnoldgica basada en los principios de
derechos humanos, democracia, Estado de derecho, equidad y sostenibilidad.

Lisboa, diciembre de 2025.

Mario Torres Jarrin, European Institute of International Studies, Suecia
Naiara Posenato, Universita degli Studi di Milano, Italia

Aline Beltrame de Moura, Universidade Federal de Santa Catarina, Brasil
Nuno Cunha Rodrigues, Universidade de Lisboa, Portugal
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Equitativo a la Tecnologia



Seccion 1. Politicas nacionales para la transicion
digital

¢ Tu gobierno ha adoptado normativas especificas y/o estrategias politicas para
garantizar la transicion digital de tu pais? (Por ejemplo: politicas de apoyo a la al-
fabetizacion digital - digital literacy, etc.)

Sintesis

Todos los paises encuestados han adoptado normativas, estrategias y politicas especificas
para facilitar la transicion digital, abarcando alfabetizacion digital, conectividad, gobierno
digital y economia del conocimiento.

En América Latina, los paises han avanzado con distintas estrategias nacionales orientadas a
la transformacion digital, la alfabetizacion tecnoldgica y la modernizacion del Estado, aunque
con diferentes ritmos y enfoques segun sus contextos institucionales.

En Argentina, se destacan la Agenda Digital 2030, los programas educativos Conectar Igual-
dady Prender Conectados, la plataforma de alfabetizacion digital Juana Manso, asi como el
Plan de Modernizacion del Estado, la Ley de Promocion de la Economia del Conocimiento,
Argentina Programa 4.0y la Estrategia Nacional de Ciberseguridad 2023-2027. De manera
complementaria, Bolivia ha impulsado la Agenda Digital Bolivia 2021-2025, |la Ley de Teleco-
municaciones 2020y el Plan Nacional de Alfabetizacion Digital, junto con el lanzamiento del
satélite Tupac Katari, destinado a ampliar la conectividad en zonas rurales.

En Brasil, las politicas de gobierno digital se orientan a la eficiencia administrativa y lainnovacion
publica, destacando la Estrategia Federal de Gobierno Digital 2024-2027, junto con leyes 'y
decretos que promueven la desburocratizacion, la educacion digital y programas sectoriales
como Justicia 4.0. Por su parte, Chile ha desarrollado estrategias de largo plazo desde 2004,
articulando programas educativos, leyes de transformacion digital y la Politica Nacional de
Inteligencia Artificial, que culminan en la iniciativa Chile Digital 2025.

En Colombia, la combinacion de politicas publicas, como Vive Digital, las leyes de simplifi-
cacion de tramitesy la Estrategia Nacional Digital 2023-2026, evidencia un enfoque integral
que vincula conectividad, educacion y modernizacion institucional. Ecuador, por su parte, ha
priorizado la alfabetizacion y la transformacion digital a través del Plan Ecuador Digital y del
Reglamento a la Ley de Transformacion Digital y Audiovisual, centrados en la inclusion vy el
fortalecimiento de capacidades tecnoldgicas.

En México, la Estrategia Digital Nacional 2021-2024 se complementa con programas de
alfabetizacion y conectividad, asi como con leyes de gobierno digital que buscan consolidar
una administracion mas transparente e innovadora. Paraguay estructura sus politicas en torno
a cuatro pilares estratégicos, gobierno digital, economia digital, conectividad y fortalecimiento
institucional, mientras que Perd combina leyes, decretosy programas orientados a la confianza
digital y la ciberseguridad.



Finalmente, Uruguay mantiene una de las agendas mas consolidadas de la region, con su
Agenda Digital 2019-2028, centrada en la ciudadania digital, la resiliencia tecnolodgica y el
desarrollo de marcos regulatorios sobre inteligencia artificial y ciberseguridad.

Todas estas iniciativas gubernamentales reflejan un esfuerzo regional por garantizarinclusion
digital, mejorar la eficiencia del Estado, fomentar la educacion tecnoldgica y fortalecer la
economia del conocimiento, posicionando a la regidn frente a los desafios y oportunidades
de la transformacion digital global.

Recomendaciones

1. Ampliar y garantizar el acceso digital: asegurar cobertura de Internet y disponibilidad de
tecnologias en todo el pais, incluyendo zonas rurales y vulnerables, para reducir brechas
de conectividad.

2. Fortalecer la alfabetizacion digital y la educacion tecnoldgica: implementar programas
educativos y plataformas de formacién continua, promoviendo la inclusién de grupos
desfavorecidos y fomentado la igualdad de género en habilidades digitales.

3. Coordinar politicasy estrategias nacionales: articular planes de gobierno digital, economia
del conocimiento y transformacion tecnoldgica para lograr un enfoque integrado y coher-
ente que maximice el impacto en toda la poblacion.

4. Fomentar lainnovacion y sostenibilidad tecnoldgica: promover leyesy normas que incen-
tiven la innovacion, la eficiencia administrativa y la adopcion de tecnologias sostenibles,
incluyendo estandares internacionales en Green Tech y transformacion digital.

Seccion 2. Acceso y conectividad digital de la
poblacion

¢Cuales son las principales barreras (incluso economicas, educativas y cul-
turales) para la adopcion generalizada de las nuevas tecnologias informati-
cas, la conexion rapida a la red y la inteligencia artificial en tu pais? ;Qué
porcentaje de la poblacion de tu pais, segun los datos estadisticos mas reci-
entes, tiene acceso a la conectividad de banda ancha en tu pais?

Sintesis

Entre los paises estudiados se identifican barreras comunes y particulares que limitan la
adopcion generalizada de nuevas tecnologias, conectividad rapida e inteligencia artificial. La
infraestructura desigual es uno de los principales obstaculos, ya que muchas zonas rurales y
remotas carecen de redes fijas 0 moviles de alta velocidad. En Argentina, algunas provincias
alcanzan un 32% de cobertura de banda ancha, mientras que en Bolivia, Perd y Ecuador la
geografia montanosa o selvatica dificulta la expansion de fibra dptica y otros servicios.



La brecha urbano-rural y regional agrava estas dificultades. En Brasil, aunque el mas del
90% de los hogares acceden a Internet, solo el 81% de las zonas rurales tienen conectividad,
frente a 94% de areas urbanas. Esta disparidad también se observa en otros paises, donde el
acceso de la calidad depende de la ubicacion geograficay la densidad poblacional, limitando
el desarrollo equitativo de capacidades digitales.

Los factores econdmicosy educativos representan otra barrera significativa a tener en cuenta.
El costo de dispositivos, suscripcionesy mantenimiento limita la adopcion en hogares de bajos
ingresos, mientras que la falta de alfabetizacion digital, habilidades tecnoldgicas y familiaridad
en entornos de inteligencia artificial impide que la conectividad se traduzca en un uso efectivo
y productivo de las herramientas digitales.

Entérminos de cobertura ancha, los porcentajes varian segun los paisesyy las fuentes, pudiendo
ser encuestas privadas, publicas o de organismos internacionales: Argentina; Brasil, México y
Chile son los paises cuyas poblaciones poseen una mejor cobertura y acceso.

Recomendaciones

1. Expansion equitativa de infraestructura de conectividad: invertir en redes fijas y moviles
de alta velocidad en zonas rurales, remotas y geograficamente complejas, asegurando
cobertura nacional y reduciendo la brecha urbano-rural.

2. Fortalecimiento de la alfabetizacion y capacitacion digital: implementar programas de ed-
ucacion tecnoldgica que desarrollen habilidades digitales y familiaridad con la inteligencia
artificial, priorizando comunidades vulnerables y regiones con menor acceso.

3. Acceso econdmico y asequible a tecnologias: establecer mecanismos de ayudas, finan-
ciamiento o tarifas diferenciadas para dispositivos, planes de datos y mantenimiento,
garantizando que hogares de bajos ingresos puedan conectarse y utilizar la tecnologia
efectivamente.

4. Monitoreo y coordinacion regional de politica digitales: crear sistemas de seguimiento
de la conectividad y del uso efectivo de tecnologias, promoviendo la coordinacién entre
actores publicos y privados para disenar politicas adaptadas a las necesidades locales y
reducir desigualdades digitales.



Seccion 3. Medidas para la soberania digital

¢Tu gobierno ha adoptado medidas normativas, regulatorias o politicas para garan-
tizar la “soberania digital nacional”? (Por ejemplo: proteccion reforzada de empre-
sas y start-ups locales, creacion de una red telematica interna, eliminacion de la
dependencia de empresas tecnoldgicas chinas y norteamericanas, etc.)

Sintesis

En América Latina, la adopcidn de medidas orientadas a garantizar la soberania digital nacional
muestra un panorama heterogéneo entre los paises encuestados. Argentina, Bolivia, Brasil,
Meéxico, Peru y Uruguay han implementado politicas, normativas y estrategias concretas
para buscar proteger empresas y start-ups nacionales, y reducir la dependencia tecnoldgica
de proveedores extranjeros, priorizando areas como la seguridad y la autonomia digital del
Estado y del sector privado.

En contraste, Chile, Colombia y Paraguay aun no han establecido medidas especificas de
soberania digital, segun la informacidn disponible. La ausencia de politicas formales en estos
paises refleja la necesidad de establecer la planificacion estratégica y la regulacion para
proteger los intereses tecnoldgicos nacionales y garantizar un desarrollo autonomo y seguro.

Ecuador por su parte, se encuentra en un proceso en el cual se estan desarrollando iniciativas
legislativas en curso, destinadas a crear un marco regulatorio que impulse la soberania digital,
aunqgue aun no se han concretado acciones de implementacion a gran escala.

En términos generales, los datos proporcionados evidencian que, aunque varios paises han
avanzado significativamente en la proteccion de la autonomia digital, otros requieren acelerarla
formulacion de politicas estratégicas para asegurar que la transformacion digital se desarrolle
de manera soberana, segura y sostenible, reduciendo la dependencia tecnoldgica externa, la
cual siempre es una vulnerabilidad para todos los paises.

Recomendaciones

1. Desarrollar marcos normativos integrales de soberania digital: impulsar leyes y politicas
publicas que definan principios, objetivos y mecanismos para garantizar la autonomia
tecnoldgica, la proteccion de datosy la infraestructura critica digital, adaptadas al contexto
de cada pais.

2. Fomentarlainnovaciony el fortalecimiento del ecosistema tecnoldgico nacional: apoyar a
empresas, universidadesy start-ups nacionales mediante incentivos fiscales, financiamiento
publico y programas de innovacion, con el fin de reducir la dependencia de proveedores
extranjeros y fortalecer la capacidad productiva nacional en el ambito digital.

3. Promover lainfraestructura digital soberanay segura: invertir en redes nacionales de datos,
centros de almacenamiento (data centers) y servicios en la nube de propiedad estatal o
mixta, garantizando la seguridad de la informacion y la continuidad operativa del Estado.



4. Fortalecer la cooperacion regional en soberania digital: fomentar alianzas entre paises
latinoamericanos para compartir buenas practicas, desarrollar estandares comunes de
ciberseguridad y negociar de manera conjunta con grandes actores tecnoldgicos inter-
nacionales.

5. Incorporarla educaciény la formacion en soberania tecnoldgica: disefar programas educa-
tivos y de capacitacion profesional que promuevan el conocimiento sobre soberania digital,
seguridad cibernética, innovacion tecnoldgica, asegurando la creacion de capacidades
nacionales y una ciudadania digital critica y participativa.

Seccion 4. Desigualdades en el acceso a las
tecnologias entre zonas urbanas y rurales

¢Cuales son, segun los datos mas recientes, las principales diferencias en el acce-
so a las tecnologias entre las zonas urbanas y rurales en tu pais?

Sintesis

Entre los paises analizados persisten notables desigualdades entre las zonas urbanas y
rurales en el acceso a las tecnologias digitales, la conectividad y los servicios de Internet de
banda ancha. En promedio, entre el 66% y el 94% de la poblacion urbana cuenta con acceso
estable a Internet y dispositivos tecnoldgicos, mientras que en las zonas rurales estas cifras
se reducen drasticamente, alcanzando solo entre un 30% y un 40%. Estas brechas reflejan
desigualdades estructurales vinculadas a la infraestructura limitada, los altos costos de
implementacidon y mantenimiento en areas de baja densidad poblacional y las dificultades
geograficas que presentan regiones montanosas, selvaticas o de dificil acceso. Ademas, en
las zonas rurales la menor alfabetizacion digital y los menores ingresos restringen aun mas
el aprovechamiento de las tecnologias disponibles. Esto limita las oportunidades educativas,
laborales y de participacion ciudadana, perpetuando ciclos de desigualdad.

Cerrar esta brecha requiere politicas integradas que combinen inversion en infraestructura,
programas de inclusion digital, ayudas para dispositivos y formacién en competencias digitales,
asegurando una transformacion tecnoldgica equitativa entre territorios urbanos y rurales.

Recomendaciones

1. Ampliar la infraestructura digital rural: impulsar inversiones publicas y privadas para
desplegar redes de conectividad en zonas rurales y remotas, priorizando tecnologias
sostenibles, como redes inalambricas o satelitales, que reduzcan los costes de instalacion
y mantenimiento en territorios de dificil acceso.

2. Implementar programas de inclusiony alfabetizacion digital: desarrollar politicas nacionales
que promuevan la capacitacion en competencias digitales basicas y avanzadas, dirigidas



a comunidades rurales, mujeres y jovenes, para garantizar el uso efectivo y productivo de
las tecnologias disponibles.

3. Fomentar incentivos econdmicos y ayudas tecnoldgicas: establecer programas de apoyo
financiero para la adquisicion de dispositivos, conexion a Internet y mantenimiento, espe-
cialmente para hogares de bajos ingresos, cooperativas rurales y para pequenas empresas.

Seccion 5. Politicas publicas para reducir la brecha
digital

ZQué politicas publicas (normas, reglamentos, financiamiento, obras tecnologicas)
se han implementado para reducir la brecha digital en tu pais y en regiones espe-
cificas de tu pais, y de qué manera?

Sintesis

En todos los paises se han implementado diversas politicas publicas orientadas a reducir la
brecha digital, aunque los resultados aun son desiguales. Estas iniciativas incluyen marcos
normativos, programas de conectividad, ayudas y obras tecnoldgicas que buscan mejorar el
acceso a Internet, fortalecer la alfabetizacion digital y fomentar la inclusion tecnoldgica.

Entre las medidas mas destacadas se encuentran los planes nacionales de conectividad,
como Conectar Igualdad en Argentina, Bolivia Digital, Estrategia federal de Gobierno Digital
en Brasil, Chile Digital 2025 y Vive Digital en Colombia, que promueven la expansion de redes
de banda anchayy la instalacion de puntos de acceso gratuitos en instituciones educativas y
comunitarias. Asimismo, varios paises han destinado fondos publicos y alianzas con el sector
privado para ampliar la cobertura de fibra optica y redes moviles 4G y 5G, especialmente en
zonas rurales.

Sin embargo, a pesar de estos esfuerzos, persisten grandes diferencias entre areas urbanas
y rurales debido a la limitada infraestructura, la dispersion geografica, los altos costos de los
servicios y la falta de sostenibilidad financiera de los proyectos. Los gobiernos continuan
enfrentando el desafio de combinarinfraestructura tecnoldgica, politicas de precios accesibles
y programas de formacion digital para lograr una inclusion tecnoldgica efectiva y equitativa
en toda la region.

Recomendaciones

1. Establecer estrategias regionales de inclusion digital: incentivar la cooperacion entre
los paises latinoamericanos para compartir buenas practicas, coordinar inversiones en
infraestructura digital transfronteriza y generar estandares comunes que garanticen una
conectividad equitativa y sostenible.

2. Fortalecer la infraestructura en zonas rurales y de dificil acceso: incrementar la inversion
publica y privada en la expansion de redes de fibra dptica, satélite y tecnologias inalam-



bricas, priorizando territorios rurales, fronterizos y comunidades aisladas para garantizar
cobertura de calidad en todo el territorio.

3. Asegurar la sostenibilidad financieray tarifas asequibles: crear mecanismos de financiacion
estables, ayudas focalizadas y marcos regulatorios que fomenten la competencia, reduzcan
los costos de los servicios y aseguren el acceso universal a Internet como bien publico
esencial.

4. Fomentar alianzas publico-privadas: establecer acuerdos estratégicos entre gobiernos,
empresas tecnoldgicas, universidades y organizaciones locales para impulsar proyectos de
innovacion, mantenimiento de infraestructura y desarrollo de servicios digitales inclusivos
y sostenibles.

Seccion 6. Reconocimiento del derecho de acceso a
internet como derecho fundamental

¢ Tu gobierno o tu constitucion reconocen el “derecho de acceso” a Internet como
un derecho fundamental? Si es asi, ¢en qué términos, sobre qué principios y con
qué normas?

Sintesis

La mayoria de los paises que participan en el estudio reconocen el acceso a Internet como una
condicion esencial para ejercer derechos fundamentales, aunque sin incluirlo expresamente
en sus constituciones como un derecho auténomo. Generalmente, se lo vincula al derecho
a la informacion, la comunicacion, la educacidn, la libertad de expresion y la participacion
ciudadana, destacando su papel en la inclusion social y el desarrollo democratico.

El reconocimiento se materializa principalmente através de leyesy politicas publicas en materia
de telecomunicaciones o acceso a lainformacion. En Argentinay México, el acceso a Internet
se define como servicio publico esencial o de interés general, obligando al Estado a garantizar
su disponibilidad y asequibilidad. En Brasil, se establecen los principios de neutralidad de la
red, privacidad y acceso universal, mientras que en Uruguay se considera un servicio publico
universal. Colombia, Peru y Ecuador incluyen el acceso digital dentro de sus estrategias de
inclusiony desarrollo tecnoldgico, vinculandolo al derecho a la educaciony a la participacion
ciudadana. Chile, en cambio, es uno de los pocos paises que ha reformado su Constitucion
para reconocer explicitamente el derecho de acceso a Internet como principio orientador de
las politicas publicas.

Aunque la mayoria de los paises lo conciben mas como una accion derivada del derecho a la
informacion que como un derecho fundamental independiente, existe consenso regional en
torno a los principios de universalidad, equidad, asequibilidad y no discriminacion.



Recomendaciones

1. Reconocer constitucionalmente el acceso a Internet como derecho fundamental: avanzar
hacia la incorporacion explicita del acceso a Internet en las constituciones nacionales,
garantizando su reconocimiento como un derecho auténomo vinculado al ejercicio pleno
de otros derechos fundamentales como la educacion, la informacion y la participacion
ciudadana.

2. Fortalecer marcos normativosy regulatorios: actualizary armonizar leyes de telecomunica-
ciones y servicios digitales para consolidar el acceso a Internet como un servicio publico
esencial o universal, estableciendo obligaciones claras para el Estado y los operadores
privados en materia de cobertura, calidad y asequibilidad.

3. Promover politicas de equidad y reduccion de brechas digitales: desarrollar estrategias que
garanticen acceso equitativo a Internet en zonas rurales y de dificil acceso, priorizando la
inversion en infraestructura, ayudas y programas de inclusion digital.

4. Garantizar principios de neutralidad, privacidad y no discriminacion: las politicas deben
preservar la neutralidad de la red, proteger los datos personales de los usuarios y asegurar
un entorno digital libre de censura y discriminacion, fortaleciendo la confianza ciudadana
en el uso de las tecnologias.

5. Fomentar la cooperacion regional e innovacion publica: impulsar marcos de cooperacion
latinoamericana para compartir buenas practicas, promover la interoperabilidad tecnoldgica
y desarrollar soluciones digitales soberanas que fortalezcan la autonomia tecnoldgica
regional.
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Seccion 7. Normativas sobre sostenibilidad
tecnoldgica

¢ Qué normativas sobre sostenibilidad tecnolégica estan vigentes en tu pais y qué
aspectos regulan?

Sintesis

Existen diversas normativas y politicas que buscan promover la sostenibilidad tecnoldgica,
aunque su alcance y grado de implementacion varian. En términos generales, estas regula-
ciones se centran entres ejes principales: la gestion ambiental de los residuos electronicos, la
eficiencia energética en el uso de tecnologias digitales y la promocion de la economia circular
en el sector tecnoldgico.

Brasil y Chile son los paises que mas marcos regulatorios han desarrollado, principalmente
en areas como residuos de aparatos eléctricos y electronicos, estableciendo obligaciones
para productores y distribuidores en la recoleccion, reciclaje y disposicion final responsable
de los equipos. En México y Argentina, las politicas de sostenibilidad tecnoldgica se integran
dentro de estrategias de transformacion digital y transicion ecoldgica, fomentando la eficiencia
energética y la innovacion verde en la industria tecnoldgica. En Colombia, Ecuador y Peru
se impulsan normas orientadas a reducir la huella de carbono digital y promover el uso de
energias limpias en centros de datos y redes de telecomunicaciones. Paraguay y Uruguay han
avanzado en politicas que incentiven la digitalizacion sostenible del Estadoy el uso responsable
de tecnologias de la informacion. A pesar de que, la sostenibilidad tecnoldgica aun no esta
plenamente consolidada en las legislaciones nacionales, la region avanza hacia un enfoque
mas integral que combine innovacion digital, responsabilidad ambiental y desarrollo sostenible.

Recomendaciones

1. Consolidar marcos normativos regionales sobre sostenibilidad tecnolégica: fortalecery ar-
monizar las normativas nacionales para crear un marco comun latinoamericano en materia
de sostenibilidad tecnoldgica. Esto incluye la gestion integral de residuos electrénicos, la
eficiencia energética y la transicion hacia una economia circular en el sector tecnoldgico.

2. Fomentar incentivos econdmicos e innovacion verde: promover incentivos fiscales y
financieros para empresas y startups que desarrollen tecnologias limpias, reduzcan su
huella ambiental o incorporen practicas sostenibles en sus procesos digitales. Asi como
incentivar la investigacion en energias renovables aplicadas a centros de datos, redes de
telecomunicacionesy servicios publicos digitales.

3. Integrarla sostenibilidad tecnoldgica en las politicas de transformacion digital: incluyer en
los planes nacionales de digitalizacidon y gobierno electrénico criterios de sostenibilidad
ambiental, priorizando el uso eficiente de recursos, la reduccion del consumo energético
y la capacitacion en practicas digitales sostenibles.



Seccion 8. Adopcion de practicas de Green Tech

¢ Qué sectores tecnologicos en tu pais han adoptado practicas de Green Techy
con qué modalidades, inversiones y costos?

Sintesis

La adopcidn de practicas de Green Tech ha crecido significativamente, impulsada por politicas
de transicion energética, sostenibilidad empresarial y compromisos internacionales frente al
cambio climatico. México destaca en energia solar; Ecuador y Peru en renovables rurales;
Colombia en movilidad eléctrica; Brasil y Argentina en biocombustibles y edlica; Bolivia en
energia solar; Chile en hidrégeno verde; Paraguay en hidroeléctrica; y Uruguay en energia100%
renovable. Sin embargo, los niveles de inversion y aplicacion aun varian segun la capacidad
econdmica y tecnoldgica de cada pais encuestado.

El sector energético lidera la transformacidn verde: Brasil, Chile y México concentran grandes
inversiones en energias renovables, especialmente solar, edlica e hidrogeno verde, destinadas
a diversificar la matriz energética y reducir emisiones. En Argentina, Uruguay y Colombia se
promueven proyectos de eficiencia energética y generacion distribuida, con participacion
publico-privada.

En agricultura y manufactura, paises como Peru y Ecuador han incorporado tecnologias
digitales sostenibles para optimizar el uso del agua, reducir residuos y fomentar la economia
circular. El sector automotriz en México, Brasil y Argentina impulsa la movilidad eléctrica me-
diante incentivos fiscales, infraestructura de carga y produccion local de vehiculos eléctricos.

Asimismo, el sector construccion avanza en normas de edificacion sostenible y eficiencia
energetica, mientras que telecomunicaciones y banca adoptan reduccion de huella de car-
bono y financiamiento verde. En el ambito de transporte, varias ciudades de Chile, Colombia
y Uruguay incorporan flotas eléctricas y sistemas de transporte publico sostenibles.

Aunque la inversion inicial en Green Tech representa costos elevados, particularmente en
infraestructura energéticay transporte, los gobiernos reconocen su rentabilidad a largo plazo.
La regidon latinoamericana avanza hacia una economia mas limpia y resiliente, integrando la
sostenibilidad tecnoldgica como eje de competitividad y desarrollo.

Recomendaciones

1. Establecer marcos de financiamiento verde y estimulos fiscales: establecer politicas
sostenibles de largo plazo que incentiven la inversidn publica y privada en tecnologias
limpias. Esto incluye la creacion de fondos nacionales de innovacion verde, la expansion de
incentivos fiscales para proyectos de energias renovables, movilidad eléctricay eficiencia
energética, asicomo la emision de bonos verdes y mecanismos de financiamiento climatico.
Asi como buscar promover la participacion del sector financiero en la canalizacion de capital
hacia iniciativas que contribuyan a la transicion energética y digital sostenible.



2. Promover la integracion tecnoldgica sostenible en sectores estratégicos: fomentar la
digitalizacion sostenible, la gestion eficiente de recursos naturales y la economia circular,
garantizando que las practicas verdes impulsen el empleo, la competitividad y la reduccion
de emisiones.

3. Impulsarla cooperacion regionaly la transferencia tecnoldgica: crear un marco regional de
innovacion verde permitiria reducir costos, atraer inversion extranjeray avanzar de manera
coordinada hacia una economia baja en carbono, resiliente y ambientalmente responsable.

Seccion 9. Cumplimiento de estandares ambientales
europeos

cLas empresas tecnoldgicas de tu pais cumplen, segun tu conocimiento, con los
estandares ambientales europeos?

Sintesis

Si, generalmente las empresas cumplen con los estandares ambientales europeos, especial-
mente aquellas con presencia internacional o vinculadas a cadenas de suministro globales.
Estas empresas han adoptado politicas de gestion ambiental, eficiencia energética, manejo
de residuos eléctricos y reduccion de emisiones, alineadas con normativas como la Directiva
Europea de Residuos de Aparatos Eléctricos o estandares internacionales como el ISO.

El cumplimiento de estos estandares no solo responde a exigencias legales internacionales,
sino también a la demanda de consumidores y socios comerciales conscientes de la sostenib-
ilidad. Sectores como telecomunicaciones, manufactura de hardware, energia renovable y
centro de datos han implementado procesos de reciclaje, eficiencia en el consumo energético
y utilizacion de energias limpias.

Aunque todavia existen desafios en pymesy empresas locales de menor escala, la tendencia
general es positiva, con un compromiso creciente hacia la economia circular, la reduccion
de huella de carbonoy la innovacion tecnoldgica sostenible, acercandose cada vez mas a los
criterios ambientales europeos.

Recomendaciones

1. Incentivarapymesyempresas en sostenibilidad: implementar apoyos financieros, créditos
verdes y asistencia técnica para que empresas de menor escala adopten estandares
ambientales europeos, incluyendo eficiencia energética, gestion de residuos electronicos
y certificaciones internacionales.

2. Fortalecer la fiscalizacion y monitoreo ambiental: desarrollar mecanismos publicos de
supervision que verifiguen el cumplimiento de normas ambientales en todos los sectores
tecnoldgicos, asegurando transparencia y continuidad en las practicas sostenibles.



3. Promover la transicion hacia una produccion sostenible e innovacion verde y digital:
impulsar politicas verdes y digitales que incentiven el reciclaje, |a reutilizacion de compo-
nentes electronicos y la adopcion de tecnologias limpias e inteligentes en toda la cadena
productiva, fomentando la eficiencia en el uso de recursos, la innovacion sostenible y la
reduccion integral de la huella de carbono.

4. Facilitar cooperacion internacional y transferencia tecnoldgica: establecer alianzas con
empresas, organismosy programas europeos para actualizar estandares, compartir buenas
practicas, acceder a tecnologias limpias y fortalecer la capacitacion de personal en gestion
ambiental y eficiencia energética.
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Seccion 10. Computer ethics en el ambito
tecnoldégico y de la inteligencia artificial

S Qué principios éticos regulan el desarrollo y uso de la IA en tu pais?

Sintesis

En la mayoria de los paises encuestados, el desarrollo y uso de la inteligencia artificial aun
no esta regulado de manera especifica, por o que no existen leyes nacionales que aborden
directamente todos sus aspectos éticos legales. Sin embargo, los gobiernos y organismos
nacionales toman como referencia los principios éticos promovidos por organismos inter-
nacionales, especialmente los elaborados por la OCDE y la UNESCO, que destacan valores
como la transparencia, equidad, responsabilidad, inclusion y respeto a los derechos humanos.

Porotro lado, los marcos legales existentes sobre proteccion de datos, acceso a lainformacion
publica y seguridad de la informacion sirven como guia para la implementacion responsable
de la |A. Estos principios buscan garantizar que los sistemas de |A respeten la privacidad,
promuevan la equidad, eviten sesgos algoritmos discriminatorios y fomenten la rendicion de
cuentas en su disefo y uso. También es importante destacar que, a pesar de los avances en
digitalizacidn y tecnologias verdes, todavia persisten vacios regulatorios en areas clave como
la proteccidn de datos personales, la inteligencia artificial, la ciberseguridad y la gestion de
residuos electronicos. La adopcion de estandares éticos internacionales y nacionales propor-
ciona una base sélida para avanzar hacia marcos normativos mas completos y coherentes
en el futuro, garantizando un desarrollo tecnoldgico seguro, responsable y alineado con los
derechos humanos.

Recomendaciones

1. Desarrollar marcos regulatorios nacionales especificos para inteligencia artificial: promover
la elaboracion de leyes y regulaciones nacionales que aborden todos los aspectos éticos,
legales y sociales de la inteligencia artificial, alineadas con los principios internacionales.
El EU Al Act puede servir de referencia para incorporar criterios de clasificacion de riesgo,
establecer obligaciones de transparencia y sistemas de evaluacion de impacto de la IA.

2. Capacitaciony cooperacion internacional en gobernanza ética de la inteligencia artificial:
implementar programas de formacion dirigidos a funcionarios publicos, desarrolladores,
empresas Yy sociedad civil, centrados en la gobernanza ética de la inteligencia artificial.

3. Impulsar la cooperacion regional e internacional en materia de inteligencia artificial:
fomentar la creacion de alianzas y redes de cooperacion entre paises para compartir
buenas practicas y crear redes de supervision que aseguren la implementacion efectiva
de los principios éticos y regulatorios.



Seccion 11. Inteligencia artificial en el sistema
judicial y de control

¢Como se utiliza la inteligencia artificial en los Tribunales y en los organos re-
sponsables de la rendicion de cuentas? ;Cuales son las iniciativas y regulaciones
existentes sobre los datasets?

Sintesis

En los paises que participan en el estudio se evidencia que el uso de la inteligencia artificial
entribunalesy érganos de rendicion de cuentas estd emergiendo como una herramienta para
optimizar procesos judiciales, mejorar la transparencia y fortalecer la eficiencia en la toma de
decisiones. Sin embargo, la implementacion aun es incipiente y se centra en proyectos piloto
o sistema de apoyo, mas que en decisiones autdnomas.

En Brasil, el proyecto Victor utiliza algoritmos de la inteligencia artificial para analizar grandes
volumenes de expedientes judiciales, identificar patrones de litigios y optimizar la asignacion
de casos en el Poder Judicial. En Argentina, el proyecto Prometea se aplica para asistir a
jueces en la redaccion de sentencias y sugerir precedentes relevantes, facilitando la gestion
documental y reduciendo tiempos procesales. México ha desarrollado Julia, un sistema de
apoyo judicial que clasifica expedientes y ofrece recomendaciones sobre procedimientos
administrativos, contribuyendo a una mayor eficiencia en tribunales y érganos de control. En
Perd, el proyecto Curia se utiliza para gestionar grandes cantidades de informacion procesal,
detectar inconsistencias y apoyar auditorias internas. Otros paises latinoamericanos como
Colombia, Chile y Uruguay también han comenzado a explorar el uso de la inteligencia artificial
para auditorias fiscales, supervision de contrataciones publicas y analisis de denunciar de
corrupcion, con el objetivo de detectar irregularidades y reducir riesgos de fraude.

Enlorelacionado con los datasets, la mayoria de los paises carece de regulaciones especificas
para la inteligencia artificial, pero se aplican principios de proteccién de datos personales,
anonimizacion y seguridad de la informacion, conforme a leyes nacionales e influencias de
estandares internacionales. Se busca garantizar la calidad, trazabilidad y confiabilidad de los
datos, promoviendo la transparencia y responsabilidad en el uso de los algoritmos.

Recomendaciones

1. Establecer marcos normativos para la inteligencia artificial judicial y administrativa: elaborar
leyes y regulaciones especificas que definan los limites y responsabilidades en el uso de
los sistemas de inteligencia artificial en tribunales y érganos de control, garantizando que
los algoritmos respeten principios de transparencia, equidad, ética y derechos humanos
y derechos fundamentales.

2. Garantizarla calidad y gestion responsable de datasets: implementar politicas para asegurar
la trazabilidad, anonimizacidn, integridad y seguridad de los datos utilizados por sistemas



de inteligencia artificial, con estandares claros para recoleccidn, almacenamiento y actu-
alizacion de informacion procesal y administrativa.

3. Fomentar capacitacion en gobernanza ética y tecnoldgica: desarrollar programas de
formacidn para jueces, fiscales, auditores y personal administrativo en el uso responsable
de la IA, gobernanza ética de los algoritmos y supervision de sistemas automatizados,
fortaleciendo la confianza y eficiencia institucional.

4. Impulsar proyectos pilotoy cooperacion regional: promover la implementacion de proyectos
piloto de inteligencia artificial como Victor, Prometea, Julia y Curia, evaluando impactos
y lecciones, y fomentar el intercambio de experiencias y buenas practicas entre paises
latinoamericanos para estandarizar metodologias y fortalecer capacidades regionales en
inteligencia artificial aplicada a la justicia y drganos de rendicion de cuentas.

Seccion 12. Cooperacion internacional

¢Existen acuerdos de cooperacion entre la UE y tu pais sobre la regulacion de la
IA? Si es asi, ¢qué regulan?

Sintesis

En los paises encuestados, actualmente no existen acuerdos formales de cooperacion es-
pecificos con la Union Europea sobre regulacion de la inteligencia artificial. Sin embargo, el
marco de proteccion de datos vigente ofrece una base solida para impulsar la colaboracion
birregional, estableciendo principios y estandares compartidos que pueden orientar futuras
normativas en inteligencia artificial de manera ética y segura. Aunque muchos gobiernos
muestran interés en alinear sus politicas con estandares internacionales, como los principios
éticos de la OCDE y UNESCO, hasta la fecha no se han establecido convenios bilaterales,
birregionales o multilaterales que regulen de manera directa implementacion de la inteligencia
artificial conforme al marco europeo, incluyendo el EU Al Act.

No obstante, si existe un acercamiento indirecto a través de la adopcion de buenas practicas
y recomendaciones internacionales que la Union Europea promueve en foros globales sobre
gobernanza ética de la inteligencia artificial, transparencia, proteccion de datos y seguridad de
los algoritmos. Algunas instituciones nacionales han iniciado estudios comparativos y mesas
técnicas para analizar cémo las disposiciones del EU Al Act podrian incorporarse en futuros
marcos regulatorios, pero estas iniciativas son todavia exploratorias.

Finalmente, si bien existe un interés en la convergencia regulatoria con la Unién Europea,
actualmente no se cuenta con acuerdos de cooperacion formalizados que regulen la in-
teligencia artificial. La region depende de referencias internacionales y normativas internas
para orientar la ética, la transparenciay la proteccion de datos en los sistemas de inteligencia
artificial, quedando pendiente la formalizacion de alianzas estratégicas con la Unidn Europea.



Recomendaciones

1. Iniciar didlogos bilaterales y birregionales con la Union Europea: establecer mesas de
trabajo y acuerdos de cooperacion con la Unidon Europea para explorar la incorporacion
de estandares del EU Al Act, promoviendo la convergencia regulatoriay el intercambio de
buenas practicas en gobernanza ética, transparencia y proteccion de datos.

2. Fortalecer capacidades institucionales y elaborar estudios comparativos: desarrollar
capacidades técnicas y legales para interpretar y adaptar las disposiciones europeas
a contextos locales. Esto incluye estudios comparativos, capacitacion de personal en
regulaciones internacionales y creacion de protocolos para implementacion responsable
de la inteligencia artificial.

3. Promover marcos de cooperacion regional: impulsar acuerdos regionales que integren
estandares éticos y regulatorios europeos en politicas locales de la inteligencia artificial.
La cooperacion regional permitira armonizar criterios, facilitar la transferencia tecnoldgica,
mejorar la interoperabilidad de sistemas y avanzar hacia una regulacion mas robusta y
coordinada en la region.

Seccion 13. Adaptacion de las empresas al EU Al Act

¢En qué medida las empresas de su pais que operan en Europa tienen que adap-
tarse a la normativa de la UE sobre IA?

Sintesis

En los paises encuestados, todas las empresas que operan o comercializan productosy servi-
cios en la Union Europea se adaptan a las normativas comunitarias sobre la inteligencia artificial,
principalmente al EU Al Act, asi como los estandares de proteccidn de datos y transparencia
exigidos por la Union Europea. Esta adaptacion implica que las empresas implementen sistemas
de gestion de riesgos, evaluen y mitiguen posibles sesgos en los algoritmos, garanticen la
trazabilidad de los datos y aseguren la explicabilidad de los modelos de la inteligencia artificial
ante usuarios y autoridades regulatorias.

Las empresas también deben de cumplir con requisitos especificos de documentacion,
certificacion y auditoria, dependiendo de la clasificacion del sistema de inteligencia artificial,
priorizando aquellos catalogados como de alto riesgo, como los utilizados en salud, justicia,
educacion o servicios financieros. Lo que supone inversiones en tecnologia, capacitacion
del personal y adecuacion de procesos internos, tanto en desarrollo como en despliegue
de inteligencia artificial. Asimismo, la adaptacion a la normativa europea ha incentivado la
adopcion de buenas practicas éticasy de sostenibilidad en proyectos de inteligencia artificial,
fortaleciendo la confianza de clientes, socios comerciales e inversores. En definitiva, la obli-
gacion de alinearse con las reglas de la Unién Europea impulsa a las empresas a elevar sus
estandares de gobernanza, transparenciay responsabilidad en el uso de inteligencia artificial.



Recomendaciones

1.

Fomentar la capacitacion especializada en gobernanza de la inteligencia artificial: impulsar
programas de formacion para el personal de empresas tecnoldgicas en gestion de riesgos,
trazabilidad de datos, mitigacion de sesgos y explicabilidad de algoritmos, asegurando
cumplimiento efecto del EU Al Act.

Incentivar inversiones en infraestructura tecnoldgica responsable: promover lineas de
financiamiento y estimulos fiscales que faciliten la implementaciéon de sistemas de in-
teligencia artificial conformes con estandares europeos, incluyendo auditorias internas,
certificaciones y mejoras en seguridad de datos.

Establecer guias nacionales de alineacion normativa: desarrollar marcos de referencia
y protocolos que orienten a las empresas sobre cémo cumplir con las obligaciones de
documentacion, certificacion y gestion de riesgos requeridas por la Union Europea, es-
pecialmente para sistemas de alto riesgo.

Fomentar la adopcidn de buenas practicas éticas y sostenibles: incentivar la integracion
de principios éticos, sostenibilidad y transparencia en proyectos de la inteligencia artifi-
cial, reforzando la confianza de usuarios, clientes, inversores y organismos reguladores
internacionales.

Promover cooperacion y aprendizaje empresarial: estimular espacios de intercambio de
experiencias, auditorias compartidas y colaboracion entre empresas nacionales y las Big
Tech Companies para mejorar la implementacion de la normativa europea y fortalecer la
competitividad regional en inteligencia artificial.

Seccion 14. Cédigos de conducta ética para
empresas desarrolladoras de IA

¢Existen codigos de conducta ética para las empresas que desarrollan soluciones
de IA en tu pais? Si es asi, ¢cuales son los principales puntos abordados?

Sintesis

Actualmente, no existe un unico codigo de conducta ética formal y obligatorio especificamente
dirigido a empresas que desarrollan soluciones de inteligencia artificial. Sin embargo, el marco
ético para estas actividades esta siendo delineado de manera creciente y robusta a través
de directrices gubernamentales, legislacion en desarrollo y normas internacionales. Estos
esfuerzos buscan establecer principios que guien la creacion, implementacion y supervision
de sistemas de inteligencia artificial de manera responsable y segura.

Gran parte de las orientaciones éticas se basan en leyes de proteccion de datos personales,
acceso a lainformacion publicay seguridad de la informacion, asi como en acuerdos interna-
cionalesy recomendaciones de organismos como la OCDE, UNESCO, Union Internacional de



las Telecomunicaciones. Los principios centrales que se destacan incluyen la transparencia
en el funcionamiento de los algoritmos, la equidad y no discriminacion en los resultados, la
responsabilidad ética de las empresas frente a decisiones automatizadas, la trazabilidad de los
procesos de la inteligencia artificial y la privacidad de los datos utilizados. También se enfatiza
la importancia de la rendicidén de cuentas y la explicabilidad de los sistemas, de manera que
los usuarios y autoridades puedan comprender, auditary supervisar sus decisiones.

Aunque no exista un codigo unico y obligatorio, muchas empresas han adoptado politicas
internas de ética en inteligencia artificial alineadas con estas directrices, fomentado la confi-
anza de clientes, socios comerciales e inversionistas. Se busca que la responsabilidad ética
corporativa se consolide como un eje central en el desarrollo de soluciones de inteligencia
artificial, complementando la legislacion nacional y los estandares internacionales vigentes.

Recomendaciones

1. Desarrollar un cédigo de conducta ética nacional armonizado con estandares regionales:
crear un marco legal que establezca principios éticos claros para todas las empresas que
desarrollen soluciones de inteligencia artificial, incorporando transparencia, equidad,
responsabilidad corporativa, proteccion de datos y trazabilidad de algoritmos. Este codigo
deberia de estar alineado con estandares regionales y buenas practicas internacionales,
facilitando la cooperacion y la interoperabilidad con marcos europeos.

2. Establecer mecanismos nacionales de monitoreo y auditoria ética de la inteligencia con
coordinacion regional: implementar sistemas de supervision, certificacion y auditorias
periddicas a nivel nacional que evaluen el cumplimiento del cédigo ético y la legislacion
aplicable. A la vez seria recomendable establecer coordinacion a nivel regional para com-
partir resultados, protocolos de auditoriay estandares comunes, reforzando la transparencia
y la rendicion de cuentas de los sistemas de la inteligencia artificial.

3. Promover foros nacionales, regionales e interregionales UE-LAC sobre ética de la in-
teligencia artificial: crear espacios de didlogo entre gobiernos, empresas y organismos
internacionales a nivel nacional, regionaly con la Unién Europea, facilitando el intercambio
de informacion y experiencias, buenas practicas y estandares éticos. Estos foros interre-
gionales fortaleceran la cooperacion UE-LAC, promoviendo marcos de gobernanza ética
globales, coherentes y alineados a estandares internacionales.



Seccion 15. Integracion de la ética en la ensehanza y
la investigacion sobre IA

¢clLas universidades y centros de investigacion de tu pais estan integrando princip-
ios éticos en la ensefnanza de la IA? Si es asi, (de qué manera y con qué propdosito?

Sintesis

La integracion de principios éticos en la ensenanza de la inteligencia artificial en universidades
y centros de investigacion se esta desarrollando de manera lenta, pero progresiva, aunque
no existe un modelo uniforme ni obligatorio. La mayoria de las instituciones educativas en la
region reconocen la importancia de formar profesionales capaces de disefar, implementary
supervisar sistemas de inteligencia artificial de manera responsable, considerando impactos
sociales, econdmicos y legales. Algunas universidades han incorporado cursos especificos
sobre inteligencia artificial, y el tema de la ética de la inteligencia artificial esta siendo cada
vez mas investigado por las universidades, pero aun no existen programas al respecto. Lo que
existe son cursos de ética, y los que abordan los temas de ética de la inteligencia artificial, lo
hacen centrados en la equidad, latransparencia, la privacidad de los datos, la responsabilidad
corporativay la explicabilidad de los algoritmos.

Actualmente, existe un debate abierto sobre la profundidad y la obligatoriedad de la ética
en la formacion de la inteligencia artificial, asi como sobre la necesidad de coordinacion
entre universidades, centros de investigacion, gobiernos y organismos internacionales. Este
debate busca definir estrategias mas sistematicas y coherentes que aseguren que los futuros
desarrolladores de la inteligencia artificial actien con responsabilidad social y ética.

Recomendaciones

1. Incorporar la gobernanza ética de la inteligencia artificial en los planes de estudios uni-
versitarios: los ministerios de educacion y las universidades deberia de integrar modulos
obligatorios sobre ética de la inteligencia artificial en carreras de ingenieria, ciencia de
datosy derecho, con enfoque en derechos humanos, equidad, privacidad y sostenibilidad
tecnoldgica.

2. Fortalecer la cooperacion, entre academia, gobiernos y organismos internacionales: pro-
mover alianzas para desarrollar marcos curriculares y proyectos de investigacion conjunta
sobre ética y gobernanza de la inteligencia artificial.

3. Crear programas de formacion docente y certificacion en ética tecnoldgica: implementar
programas de capacitacion para docentes e investigadores que permitan incorporar los
dilemas éticos de la inteligencia artificial en la ensefanza, fomentando la actualizacion
continua y la investigacion interdisciplinaria.

4. Establecer observatorios académicos regionales y birregionales sobre gobernanza ética
de la inteligencia artificial: incentivar la creacidn de redes universitarias y observatorios
que monitoreen el avance de las ensenanzas ética de la inteligencia artificial.



Seccion 16. Normativas sobre transparencia
algoritmica

¢Existen normativas sobre la transparencia de los algoritmos utilizados en los
sistemas de inteligencia artificial en tu pais? Si es asi, ¢qué establecen?

Sintesis

En la mayoria de los paises encuestados, no existen normativas especificas que regulen
la transparencia de los algoritmos utilizados en los sistemas de la inteligencia artificial. Sin
embargo, algunos gobiernos han comenzado a debatir e impulsar iniciativas orientadas a
garantizar la trazabilidad, explicabilidad y responsabilidad en el uso de estas tecnologias. En
la actualidad, la transparencia algoritmica se aborda de manera indirecta a través de leyes
generales de proteccidn de datos personales, acceso a la informacion publica, defensa del
consumidory normas sobre gobierno digital, que exigen la divulgacion de criterios o procesos
automatizados cuando afectan a derechos ciudadanos.

Chile, Colombia, Paraguay y Uruguay son los paises que reportan avances concretos. Chile,
por ejemplo, incluyd principios de transparencia y explicabilidad de la inteligencia artificial
en su Politica Nacional de Inteligencia Artificial (2021), promoviendo que los sistemas sean
comprensibles para los usuarios. En Colombia, la Estrategia Nacional de Inteligencia Artificial
establece la obligacion de garantizar la auditabilidad y rendicion de cuentas en los sistemas
automatizados. Uruguay, a través de la Agencia de Gobierno Electrénico, impulsa lineamientos
sobre uso responsable y transparente de algoritmos en el sector publico, mientras que Para-
guay desarrolla proyectos regulatorios que buscan asegurar la trazabilidad de las decisiones
algoritmicas.

En términos generales, aunque aun no predominan regulaciones especificas, la tendencia
regional avanza hacia la creacion de marcos legales que exijan transparencia en los algoritmos
utilizados en los sistemas de inteligencia artificial y responsabilidad algoritmica, garantizando la
confianza publicay el respeto a los derechos humanos y fundamentales en suimplementacion.

Recomendaciones

1. Desarrollar marcos normativos nacionales sobre transparencia y explicabilidad algoritmica:
establecerleyes que regulen el uso transparente de los algoritmos de inteligencia artificial,
exigiendo la divulgacion de criterios de decision, trazabilidad de datos y mecanismos de
auditoria.

2. Crear organismos especializados en supervision algoritmica: crear entidades técnicas o
comités nacionales que evaluan el funcionamiento de los sistemas de la inteligencia artificial
en el sector publicoy privado, garantizando la rendicion de cuentas, la deteccidn de sesgos
y la correccidn de irregularidades. Estos organismos deberian incluir la participacion de la
academia, sociedad civil y expertos en ética digital.



3. Promover cooperacion regional e interregional sobre buenas practicas: impulsar la colab-
oracion entre paises latinoamericanos y entre EU-LAC para el intercambio de experiencias
regulatorias, metodologias de auditoria y formacion en gobernanza algoritmica. La creacion
de foros permanentes UE-LAC sobre ética y transparencia en |A permitira avanzar hacia
estandares comunes que garanticen el uso responsable, justo, verificable de los algoritmos
en la region.

Seccion 17. Prevencion de la discriminacion
algoritmica y supervision independiente

¢Existen medidas de prevencion de la discriminacion generada por algoritmos, asi
como organismos independientes para monitorear la equidad y la transparencia de
los algoritmos en tu pais?

Sintesis

En los diez paises existe una preocupacion creciente por la discriminacion derivada del
uso de algoritmos y por la necesidad de mecanismos de control. No obstante, no existe un
marco regional homogéneo. Solo algunos gobiernos han avanzado hacia medidas concretas
y estructuras de supervision dedicadas, mientras que la mayoria aun se apoya en normas
generales como la constitucidn, la proteccion de datos, el acceso a la informacion, la defensa
del consumidory la defensa de la competencia, lo que limita la regulacion especifica de los
sistemas de inteligencia artificial y tecnologias emergentes.

Chile, Colombia, Paraguayy Uruguay han reportado iniciativas concretas (politicas, lineamien-
tos u érganos técnicos) orientadas a la trazabilidad, auditoria y equidad algoritmica. Ecuador,
PeruyArgentina muestran avances a nivel de lineamientos sectoriales o iniciativas legislativas
que incorporan evaluacion de riesgos y obligaciones de transparencia, especialmente en el
sector publico. Brasil, México y Bolivia aplican principios de proteccion de datos, derechos
constitucionalesy normas de gobierno digital para abordar riesgos algoritmicos, pero carecen
de un organismo independiente nacional especifico para la monitorizacion continua de equidad
algoritmica.

A pesar de que existen referencias legales generales que permiten actuar ante sesgos (pro-
teccion de datos, no discriminacion, acceso a la justicia), la supervision independiente y
especializada es aun incipiente en la mayor parte de la region. Para fortalecer la proteccion,
resulta critico establecer unidades técnicas independientes, obligaciones de auditoria algorit-
mica y mecanismos de reparacion accesibles para victimas de discriminacion automatizada.

Recomendaciones

1. Crear marcos legales sobre equidad algoritmica: adoptar normativas especificas que
garanticen la transparenciay la no discriminacion en los sistemas de inteligencia artificial,
alineadas con estandares internacionales y el EU Al Act.



2. Crear organismos independientes de supervision: establecer entidades autonomas re-
sponsables de auditar y monitorear la equidad y transparencia algoritmica en el sector
publico y privado.

3. Implementarauditorias obligatorias de la inteligencia artificial: exigir evaluaciones periddicas
para identificar sesgos y garantizar el respeto a los derechos humanos en decisiones
automatizadas.

4. Impulsar formacion ética y técnica: capacitar a funcionarios, desarrolladores y auditores
en gestion responsable de datos, equidad y mitigacion de sesgos algoritmicos.

Seccion 18. Proteccion de la vida privada y de la
privacidad en el entorno digital

¢La normativa de tu pais prevé medidas para garantizar la proteccion de la vida
familiar/privada y la privacidad en el entorno digital? Si es asi, ¢en qué términos y
con qué enfoque?

Sintesis

En la mayoria de los paises que participan en el estudio, la normativa nacional si prevé medidas
para garantizar la proteccion de la vida privada, familiar y la privacidad en el entorno digital,
con excepcion de Ecuador, Paraguay y Peru, donde aun no existen marcos especificos o
normativa desarrollada en reglamentos o protocolos.

En general, Argentina, Brasil, Chile, Colombia, México, Uruguay y Bolivia se basan en
leyes de proteccion de datos personales, constituciones nacionales y normativas so-
bre derechos digitales que reconocen la privacidad como un derecho fundamental.
Estas normas establecen obligaciones para las entidades publicas y privadas que gestionan
informacion personal, imponiendo principios como el consentimiento informado, la finalidad
legitima del tratamiento, la seguridad de los datos y el derecho de los ciudadanos a acceder,
rectificar y suprimir su informacion. En algunos casos, como en Brasil y México, existen
autoridades especializadas de proteccion de datos que supervisan el cumplimiento y aplican
sanciones ante vulneraciones.

Varios paises incorporan disposiciones sobre el uso ético de tecnologias emergentes y el
tratamiento automatizado de datos, con especial atencion a la proteccion de menores, la
privacidad en entornos digitales y la seguridad cibernética. El enfoque predominante en
la regidn es garantizar un equilibrio entre la innovacion tecnoldgica y la salvaguarda de los
derechos fundamentales, promoviendo la confianza digital. Sin embargo, persisten desafios
en la implementacion efectiva, la coordinacion interinstitucional y la actualizacién normativa
frente a los avances en inteligencia artificial y procesamiento masivo de datos.



Recomendaciones

1.

Impulsar la armonizacion regional y la cooperacion internacional: promover la adopcion de
marcos legales regionales y acuerdos de cooperacion UE-LAC que garanticen estandares
comunes de privacidad y tratamiento ético de datos personales, tomando como referencia
el Reglamento General de Proteccion de Datos (RGPD). Esta convergencia facilita la
interoperabilidad normativa, el intercambio seguro de informaciony la proteccion equitativa
de los derechos digitales.

Fortalecer las autoridades nacionales de proteccion de datos: consolidar organismos inde-
pendientes con competencias técnicas, juridicas y financieras suficientes para supervisar
el cumplimiento de las leyes de privacidad, aplicar sanciones efectivas y asesorar a insti-
tuciones publicas y privadas en el uso ético y seguro de datos personales, especialmente
ante el avance de tecnologias basadas en inteligencia artificial.

Actualizar los marcos legales y promover la educacion digital ciudadana: reformar la leg-
islacion vigente para incluir principios sobre el uso responsable de la inteligencia artificial,
la biometria, la vigilancia digital y la ciberseguridad. Paralelamente, impulsar programas
de alfabetizacion digital a todos los niveles de educacion, primaria, secundaria y tercer
ciclo, asi como programas dirigidos a la ciudadania y al sector publico que refuercen el
conocimiento sobre la privacidad, la gestion segura de la informacion y la proteccion de
los derechos fundamentales en entornos digitales.



Pilar IV

Ciberseguridad, Confianza
Digital Global y Cooperacion
Internacional



Seccion 19. Uso de la IA en la lucha contra el
terrorismo y la criminalidad

cLas autoridades de tu pais utilizan la IA para combatir el terrorismo y la criminali-
dad? Si es asi, ¢con qué directrices, programas y métodos?

Sintesis

En todos los paises estudiados, las autoridades han comenzado a utilizar sistemas de inteligen-
cia artificial para la prevencion y combate de delitos cibernéticos, reconociendo su potencial
para analizar grandes volumenes de informacion y detectar patrones de actividad ilicita en
entornos digitales. Las aplicaciones incluyen la identificacion de fraudes financieros, delitos
informaticos, ataques a infraestructuras criticas y difusion de contenidos ilegales en redes y
plataformas digitales. Pero no se esta utilizando para combatir el terrorismo.

Los métodos empleados incluyen analisis predictivo de datos, algoritmos de deteccidn de
anomalias, mineria de informacién en redesy sistemas de alerta temprana frente a incidentes
cibernéticos. Ademas, se utilizan herramientas de aprendizaje automatico para monitorizar
comportamientos sospechososy priorizar acciones d e respuesta por parte de las autoridades.

Si bien la adopcidn de la inteligencia artificial es generalizada, los paises aplican directrices
principalmente basadas en leyes de ciberseguridad, proteccion de datos y derechos fun-
damentales, asegurando la legalidad, proporcionalidad y trazabilidad de las intervenciones.
En varios casos, se han desarrollado operativos internos que establecen protocolos para la
supervision, auditoria y mitigacion de riesgos asociados a sesgos o errores de los algoritmos.

Recomendaciones

1. Establecer marcos regulatorios para el uso de la inteligencia artificial en ciberseguridad:
desarrollar directrices nacionales que definan los limites, responsabilidades y protocolos
de uso de sistema de la inteligencia artificial en la prevencidon de delitos cibernéticos,
garantizando la proteccion de derechos fundamentales y la trazabilidad de las acciones.

2. Implementar sistemas de auditoria y supervisiéon continua: crear mecanismos internos
y externos que permitan evaluar periddicamente el desempeno, la transparencia y la
equidad de los algoritmos utilizados por las autoridades, incluyendo mitigacién de sesgos
y correccion de errores en tiempo real.

3. Fortalecer la capacitacion y especializacion de los equipos: formar a personal técnico y
responsables de seguridad en |la aplicacion éticay eficiente de herramientas de inteligencia
artificial, incluyendo analisis predictivo, deteccion de anomalias y mineria de informacion,
asegurando un uso responsable y confiable.

4. Promover cooperacion regional e internacional en ciberseguridad: fomentar acuerdos de
intercambio de seguro de informacion, buenas practicasy protocolos comunes entre paises



de laregidony con la Unidn Europea, facilitando la deteccidon de amenazas transfronterizas
y el desarrollo de soluciones tecnoldgicas conjuntas.

Seccion 20. Vigilancia digital y estandares
internacionales de derechos humanos

¢Las normativas sobre vigilancia digital en tu pais respetan los estandares interna-
cionales de derechos humanos?

Sintesis

No existen leyes nacionales especificas sobre vigilancia digital, las autoridades se guian
principalmente por tratados y normas internacionales de derechos humanos, asi como por
principios consagrados en convenios internacionales sobre privacidad, libertad de expresion
y proteccion de datos. Estos marcos sirven como referencia para disenar protocolos y regu-
laciones nacionales que buscan garantizar que las actividades de vigilancia digital respeten
los derechos fundamentales.

No obstante, los gobiernos reconocen que la aplicacion practica de estos estandares enfrenta
multiples desafios. La implementacion efectiva no siempre se cumple, y en algunos casos la
vigilancia digital puede exceder los limites previstos por los tratados internacionales, generando
riesgos para la privacidad, la confidencialidad de losas comunicaciones y la proteccion de
informacion sensible. Entre los principales obstaculos se encuentran la falta de mecanismos
de supervision independientes, recursos técnicos limitados y capacitacion insuficiente del
personal encargado de las operaciones de vigilancia.

Para la region, el desafio central es asegurar que la seguridad y la prevencién de delitos no
comprometan los derechos humanos. Esto requiere fortalecer la supervision independiente,
la rendicion de cuentas y la transparencia, asi como promover la formacién y la cultura de
respeto a los derechos humanos en todas las operaciones de vigilancia digital, garantizando
que, la normativa internacional se traduzca en practica efectiva.

Recomendaciones

1. Establecer marcos legales nacionales especificos sobre vigilancia digital: crear leyes que
regulen de manera integral la vigilancia digital, incorporando los estandares internacionales
de derechos humanos sobre privacidad, libertad de expresion y proteccion de datos,
asegurando su aplicabilidad y cumplimiento efectivo.

2. Fortalecer mecanismos de supervision independientes: implementar érganos de control
auténomos que monitoreen las actividades de vigilancia digital, evaluen su conformidad
con la normativay garanticen la rendicion de cuentas frente a posibles abusos o violaciones
de derechos.



3.

4.

Capacitacion y formacion especializada del personal: desarrollar programas continuos
de formacion para los operadores y responsables de vigilancia digital, orientados a la
proteccion de derechos humanos, manejo ético de datos y cumplimiento de protocolos
internacionales.

Transparenciay rendicion de cuentas en los procesos de vigilancia: promover la publicacion
de informes periddicos sobre la utilizacidon de tecnologias de vigilancia digital, incluyendo
estadisticas, evaluaciones de riesgos y medidas correctivas, fomentando la confianza
publicay la supervision ciudadana.

Integracion de estandares internacionales en la practica operativa: asegurar que los
protocolos y procedimientos de vigilancia digital traduzcan efectivamente los tratados y
convenios internacionales en acciones concretas, incorporando salvaguardas que min-
imicen riesgos a la privacidad, la confidencialidad de las comunicacionesy la proteccién
de informacion sensible.



Conclusion

La transicion digital en los paises estudiados constituye un proceso complejo multifacético
que combina la expansion tecnoldgica con una profunda transformacion social, econdmica
e institucional. Este fendmeno no se limita Unicamente a la adopcidn de nuevas herramientas
digitales, sino que implica la reconfiguracion de estructuras productivas, la redefinicion de
modelos educativos y laborales y la necesidad de construir marcos normativos capaces de
proteger los derechos humanos y derechos fundamentales en entornos digitales. En este
contexto la digitalizacion representa tanto una oportunidad sin precedentes para el desarrollo
sostenibley lainclusién social, como un desafio estructural que requiere una accion coordinada
a nivel regional, birregional (UE-LAC) e internacional.

Los diez paises analizados muestran avances significativos en la incorporacion de tecnologias
emergentes y disruptivas, tales como la inteligencia artificial (IA), el big data, la cadena de
bloques, la automatizacion inteligente y el Internet de las Cosas, entre otras. Estas innovaciones
estan siendo utilizadas en ambitos tan diversos como la administracion publica, la educacion,
la salud, la agricultura y los servicios financieros, contribuyendo a mejorar la eficiencia, la
transparencia y la competitividad de los sectores productivos. En particular, la expansion de
la 1A esta permitiendo optimizar la toma de decisiones, mientras que el uso de datos masivos
esta generando nuevos modelos de analisis predictivo y gestion basada en evidencia. Sin
embargo, junto a estos progresos, persisten desigualdades estructurales que limitan el alcance
y la sostenibilidad del proceso de transformacion digital. Las brechas en materia de conectiv-
idad, acceso a la infraestructura tecnoldgica, formacion de talento digital, interoperabilidad
de sistemas y proteccion de derechos digitales siguen siendo profundas y heterogéneas. En
muchos paises, las zonas rurales contindan rezagadas en términos de acceso a redes de alta
velocidad, lo que dificulta el aprovechamiento de las oportunidades que ofrece la digitalizacion
para la produccion agricola, la educacion a distancia o la telemedicina. De igual manera, la
desigualdad de género en el acceso y uso de tecnologias constituye una barrera para la plena
participacion de las mujeres en la economia digital.

Estas brechas no son unicamente tecnoldgicas, sino también sociales y politicas. La falta de
alfabetizacion digital y de competencias tecnoldgicas entre amplios sectores de la poblacion
limita la capacidad de las sociedades para integrarse de forma inclusiva en el nuevo paradig-
ma digital. Ademas, la ausencia de marcos regulatorios en materia de proteccion de datos,
privacidad, propiedad intelectual y ciberseguridad genera vulnerabilidades que pueden ser
aprovechadas por actores malintencionados o por grandes empresas con gran poder de
mercado.

Frente a este escenario, la cooperacion birregional entre la Union Europea-Ameérica Latinay el
Caribe (UE-LAC) adquiere una relevancia estratégica. La Alianza Digital UE-LAC, enmarcada
dentro de la estrategia Global Gateway, constituye un instrumento esencial para articular
esfuerzos conjuntos en ambitos clave como la conectividad, la gobernanza ética de la inteli-



gencia artificial, la innovacion tecnoldgica sostenible, la formacion de capacidades digitales
y la ciberseguridad. Este enfoque busca no solo potenciar las oportunidades del desarrollo
digital, sino también promover un modelo de transformacion centrado en las personas, basado
en valores compartidos como la democracia, los derechos humanos, el Estado de derecho,
sostenibilidad y equidad.

La cooperacion entre ambas regiones permite avanzar hacia marcos regulatorios y de gober-
nanza global tecnoldgica que se fundamente en la proteccion de los derechos humanos, la
transparencia algoritmica, la privacidad de datosy la sostenibilidad ambiental. La cooperacion
EU-LAC se presenta como un contrapeso necesario frente a la creciente concentracion de
poder las Big Tech Companies y frente a modelos de gobernanza digital poco regulados que
pueden poner en riesgo la soberania tecnoldgica de los Estados.

Dentro de todo este contexto descrito, se identifican las siguientes potenciales areas de
cooperacion UE-LAC:

1. Conectividad, telecomunicaciones e innovacion tecnoldgica: Expandir infraestructuras
digitales, incluyendo fibra éptica, 5G y sistemas satelitales, para reducir brechas territoriales
e impulsarlainclusion digital, al mismo tiempo que se fomentan laboratorios de innovacion,
incubadorasy programas de aceleracion tecnoldgica que conecten startups, universidades
y empresas, promoviendo sectores estratégicos como biotecnologia, energia limpia, salud
digital y agrotecnologia, fortaleciendo la economia del conocimiento, la competitividad
regional y garantizando marcos regulatorios que aseguren neutralidad de la red, compe-
tencia justa y sostenibilidad ambiental.

2. Cooperacion UE-LAC en tech diplomacia y gobernanza global tecnoldgica: La tech diplo-
macia permite establecer didlogos permanentes entre Estados, organismos, academia,
sociedad civily Big Tech, abordando transparencia algoritmica, privacidad, ciberseguridad
y uso ético de la inteligencia artificial. Los marcos regulatorios conjuntos promueven es-
tandares globales en ética tecnoldgica, derechos digitales e interoperabilidad, fortaleciendo
la confianza, la sostenibilidady la participacion de ambas regiones en la gobernanza digital
internacional.

3. Ciberseguridady proteccion de datos: Desarrollar protocolos conjuntos de seguridad digital,
armonizar regulaciones de proteccion de datos (basadas en el RGPD) y capacitar talento
especializado, fortaleciendo la confianza digital y facilitando el intercambio transfronterizo
de informacion.

4. Educacion, capacidades digitales y gobernanza ética: Fortalecer programas de alfabet-
izacion digital y formacidn avanzada en inteligencia artificial, ciberseguridad y ética tec-
noldgica, fomentando la transferencia de conocimiento y buenas practicas entre la Union
Europeay los paises de América Latina y el Caribe, para desarrollar talento especializado,
promover la inclusiéon digital y consolidar una gobernanza tecnoldgica ética, inclusiva,
responsable y sostenible.

En conjunto, el presente informe aspira a fortalecer el didlogo birregional entre la Union Europea
y Ameérica Latina en torno a la construccion de una transformacion digital ética, sostenible e
inclusiva. Al ofrecer un analisis comparado y propuestas de cooperacion estratégica, busca



contribuir a la formulacion de politicas publicas basadas en evidencia y orientadas a la
reduccion de brechas digitales, la proteccion de derechos y la promocion de la innovacion
responsable. La consolidaciéon de una gobernanza global tecnoldgica ética compartida entre
ambas regiones representa no solo una oportunidad de desarrollo, sino también una expresion
concreta de los valores comunes de democracia, equidad, sostenibilidad y respeto a la dignidad
humana que histéricamente han guiado las relaciones UE-LAC.
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